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Abstract

In the research field of diagrammatic reasoning, there
are some attempts for providing diagrammatic forms of
logic. Probably the most important one is Sowa’s system
of conceptual graphs from which Sowa claims that they
have at least the expressiveness of first order predicate logic
(FOPL). But a closer observation shows that their defini-
tions lack (mathematical) preciseness, which yields several
ambiguities, gaps and flaws.

In my dissertation [6], I elaborated fragment of concep-
tual graphs, having the expressiveness of of first order pred-
icate logic (FOPL), in a mathematical manner. The result-
ing graphs are called concept graphs with cuts (CGwCs). In
this paper, a short overview for the crucial definitions and
the main results of [6] is provided. This includes the syntax,
semantics and a calculus for CGwCs. Moreover, mappings
between CGwCs and the linear notion of FOPL are given.
It turns out that the calculus is sound and complete, and
the mappings can be understood in a precise manner to be
translations between CGwCs and the linear form of FOPL.

Keywords: Diagrammatic Reasoning, First Order Logic,
Concept Graphs with Cuts, Conceptual Graphs

1 Introduction and Overview

In human reasoning, diagrams play an essential role.
Complex information or even argumentation can often bet-
ter be conveyed by diagrams than by any linear notions, like
language or formulas. The research field ofdiagrammatic
reasoninginvestigates all forms of reasoning and argumen-
tation wherever diagrams are involved. This research area
is constituted from multiple disciplines, including cognitive
science and psychology as well as computer science, artifi-
cial intelligence, logic and mathematics.

Many aspects of diagrammatic reasoning can –and
should– be formalized. This includes particularly cognitive

and computational aspects of diagram processing as well as
issues in formalizing diagrammatic forms of logic. It should
not be overlooked that there has until today been a long-
standing prejudice against non-symbolic representation in
logic and mathematics. Nonetheless, there are attempts for
providing diagrammatic forms of logic.

A very important one is Sowa’s system of conceptual
graphs, which are based on Peirce’s existential graphs and
the semantic networks of artificial intelligence. Their pur-
pose is ‘to express meaning in a form that is logically
precise, humanly readable, and computationally tractable’
([23]). In fact, conceptual graphs yield a powerful diagram-
matic system from which Sowa claims that they have at least
the expressiveness of first order predicate logic (FOPL). Let
us consider two simple examples for concept(ual) graphs
(whereG1 will be used to denote the left andG2 to denote
the right graph):

oncat: Yoyo mat: * on*CAT: MAT:*

G1 is a simple conceptual graph. It is composed of so-called
concept boxesandrelation ovals. The concept boxes con-
tain a typeand areferentwhich belongs to the type. The
types are usually assumed to be ordered, i.e., we have a
so-calledtype hierarchyas underlying alphabet for concep-
tual graphs. The star ‘∗’ is a special referent calledgeneric
marker. It can be understood as an object which is not
further specified (similar to a variable in first order logic
which is existentially quantified, or to a wild card in com-
puter systems). Besides the generic marker, object names
are allowed as referents as well. The relation ovals between
concept boxes represent relations between the referents of
the concept boxes. Thus, the meaning of the left graph is
‘the cat Yoyo is on a mat’.G2 is a conceptual graph with
negation contexts. They are adopted from Peirce’s existen-
tial graphs and are used to negate the enclosed subgraph.
Thus, the meaning of the right graph is ‘it is not true that
there is a cat for which is it not true that there is a mat such
that that cat is on that mat’, i.e., ‘every cat is on a mat’.



The system of conceptual graphs has no sharp borders.
It is designed to be used in fields like software specification
and modelling, knowledge representation, natural language
generation and information extraction, and these fields have
to cope with problems of implementational, mathematical
or linguistic nature. This lead to different modifications and
extensions of conceptual graphs, which in turn lead to sev-
eral difficulties and fallacies, ranging from lacks of precise-
ness and ambiguities over minor gaps to major mistakes and
contradictions, in and between different notations or imple-
mentations of conceptual graphs.

Chein/Mugnier et al. fix some of the flaws by provid-
ing amathematicaltheory of some fragment of conceptual
graphs. In several works ([2, 3, 4, 5]), they develop a math-
ematical syntax for conceptual graphs based on mathemat-
ical graph theory, provide a semantics by translating these
graphs to formulas of FOPL, and they provide an syntactical
entailment relation between graphs based on information-
preserving mappings between graphs, calledprojections,
between graphs. Particularly, they investigate computa-
tional aspects for their fragment. But their approach lacks
the possibility to express negation. Wermelinger discusses
in [26] several flaws and mistakes in Sowa’sΦ-operator (he
says ‘that Sowa’s original definition of the mapping (Φ)
is incomplete, incorrect, inconsistent, and unintuitive, and
the proof system is incomplete, too.’), which is intended to
map, i.e. translate, conceptual graphs into FOPL-formulas.
He amends this flaws and provides a mathematical defini-
tion of theΦ-operator which maps nested conceptual graphs
into formulas of higher-order logic. Gwen Kerdiles inves-
tigates in [15] several fragements of conceptual graphs and
their expressiveness and their computational aspects, and he
combines the projections of Chein/Mugnier and the well-
known tableaux methods of logic to obtain a complete cal-
culus for conceputal graphs with negation. Simonet pro-
vides in [21] a translation of conceptual graphs, including
nestings, but without negation, to FOPL-formulas. Baader
et al. elaborate in [1] a fragment of conceptual graphs which
corresponds to the guarded fragment of FOPL, and they
provide a translation of these graphs to FOPL-formulas.
In all these approaches, no direct, extensional semantics
for conceptual graphs is provided. Instead, the seman-
tics is indirectly given by translating the graphs to FOPL-
formulas. Moreover, in none of these approaches, Peirce’s
powerful rules for existential graphs are adopted to obtain
an adaquate calculus for conceptual graphs. Prediger pro-
vides in [19] a direct extensional semantics for conceptual
graphs, including nestings, but without negation. She pro-
vides a calculus as well, but as she did not include negation
into her approach, her rules are much simpler than the rules
of Peirce for existential graphs. In [16], Klinger provides
an extension of [19], where negation can be expressed for
atomar graphs. This fragment of conceptual graphs is stri-

clty weaker than FOPL and still decidable.
The attempt of [6] is to mathematically elaborate a frag-

ment of conceptual graphs which is equivalent to full FOPL.
This includes a definition of the syntax (the ‘well-formed
graphs’), a direct semantics, an adaquate calculus based
on Peirce’s calculus for existential graphs, and translations
in both directions between graphs and formulas of FOPL.
Similar to the treatises of Prediger and Klinger, this work
is located within Wille’sContextual Logic, see [27, 29]).
Wille, who is like Sowa strongly influenced by the phi-
losophy of Peirce, introduced in [28] an approach to a
mathematical elaboration of traditional, philosophical logic,
based on the doctrines of concepts, judgements, and con-
clusions. In order to do so, he combined Sowa’s graphs and
his own theory of Formal Concept Analysis (FCA). The re-
sulting graphs are calledconcept graphs. Contextual logic
aims to reach ’at least the expressibility of first order predi-
cate logic’ (see [29]). To include the full negation of FOPL
in the system of concept graphs, in [6], the so-calledcuts
of Peirce’s existential graphs are added as new syntactial
element to concept graphs. The resulting graphs are thus
calledconcept graphs with cuts(CGwCs). CGwCs fulfill
Wille’s aim that concept graphs can have the expressivness
of FOPL.

The aim of this paper is to provide an overview of the
main definitions and results of [6]. Due to space limitations,
it is impossible to provide all definitions, or even proofs of
the following theorems, in this paper. For this reason, the
paper is organised as follows: In the first section, in order
to provide an idea of the underlying mathematical theory of
CGwCs, the necessary mathematical definition for the syn-
tax of CGwCs are given. In the following sections, mathe-
matical notations are avoided as much as possible. Instead
of that, I try to provide the main definition in a more infor-
mal manner. All formal definitions and proofs can be found
in [6].

2 Basic Definitions for Concept Graphs

As discussed in the introduction, a drawback of concep-
tual graphs is a lack of mathematical preciseness, which
leads to ambiguities and flaws. The purpose of CGwCs is
to fix fix these flaws by elaborating mathematically a dia-
grammatic system of FOPL. This elaboration will be done
as usual in mathematical logic, that is: We have to provide
a syntax for CGwCs, a semantics, and a calculus which is
sound and complete. Particularly, syntax, semantics, and
the calculus have to be defined mathematically. In this sec-
tion, we start with the definition of the syntax, i.e., the well-
formed graphs.

As usual in mathematical logic, we have first to define
the underlying alphabet for our graphs. As we have con-
cept boxes with types and referents in as well as relation

2



ovals with names for relations, we distinguish in our apha-
bet between names for objects, names for types and names
for relations. For conceptual graphs, it is usually assumed
that the names for types and relations are ordered. We have
a special type>, which will be interpreted to have all ele-
ments of the the respectice domain of discourse in its exten-
sion. Moreover, we assume to have a dyadic relation name
.= representing identity in our alphabet.

Definition 2.1 (Alphabet) A triple A := (G, C,R) of fi-
nite, disjoint setsG, C,R is analphabet, if:

• G is a set. The elements ofG are calledobject names,1

• (C,≤C) is a ordered set with a greatest element>. Its
elements are calledconcept names.

• (R,≤R) is a family of ordered sets(Rk,≤Rk
), k =

1, . . . , n (for an n ∈ N). Its elements are calledrela-
tion names. Let

.=∈ R2 be a special name which is
called identity.

OnG
.
∪ {∗} we define an order≤G such that∗ is the great-

est element, but all elements ofG are incomparable.

Below an example for an alphabet is provided, where the
setG, C,R2 are depicted from left to right.

∗
HHH

���
Garfield Yoyo Snoopy

>

@@��

@@��

ANIMAL MAT

CAT DOG

.
= on

.

Next, the underlying structures of concept graphs with
cuts will be defined. The provided examples of concep-
tual graphs show that these graphs are ”networks” of boxes
and relation ovals. It is convenient to formalize the concept
boxes as vertices and the relation ovals as (multi- and hyper-
) edges of a mathematical graphs. As we want to elaborate
a fragment of conceptual graphs with the expressiveness of
FOPL, we need a syntactical element which allows to ex-
press negation. In conceptual graphs, negation is usually
formalized as by negation boxes, which are a special type
of so-callednestingsin conceptual graphs. The approach
here is slightly different: As negation is a special logical
operator, a unique syntactical element to express negation
is added to the syntax. For this purpose, we adopt the ap-
proach of Peirce for existenial graphs, that is, we add the
Peirce’s so-calledcutsto our formalization. The boxes and
relation ovals are ”grouped” by cuts, i.e., cuts contain boxes
and relation ovals. Mathematically, we will asign to each
c a setarea(c) contains the vertices (boxes), edges (rela-
tion ovals) and cuts which are directly contained by a cut

1The letterG stands for the German word ‘Gegenstände’, i.e., ‘objects’.
This letter will recur when we define formal contexts where we have a set
G of objects.

c. We have to add some restrictions to the mappingarea.
For example, we have seen above that cuts must not over-
lap. Finally, for the further treatment of the graphs, it is
convenient to add the so-calledsheet of assertion, i.e., the
plane where the diagram is written on, as a further element.
It is mathematically modelled by a single element which is
namedsheet of assertionas well. Now we can define the
underlying struture for the graphs as follows:

Definition 2.2 (Relational Graph with Cuts) A relational
graph with cutsis a structure(V,E, ν,>, Cut, area) where

1. V , E andCut are pairwise disjoint, finite sets whose
elements are calledvertices, edgesandcuts, resp.,

2. ν : E → S
k∈NV k is a mapping2,

3. > is a single element with> /∈ V ∪ E ∪ Cut, called
thesheet of assertion, and

4. area : Cut
.
∪ {>} → P(V ∪ E ∪ Cut) is a

mapping such that3 area(c1) ∩ area(c2) = ∅ for
c1, c2 ∈ Cut

.
∪ {>} with c1 6= c2, V ∪ E ∪ Cut =⋃

d∈Cut∪{>} area(d), and c /∈ arean(c) for each

c ∈ Cut
.
∪ {>} and n ∈ N (with area0(c) := {c}

andarean+1(c) :=
⋃
{area(d) | d ∈ arean(c)}).

For an edgee ∈ E with ν(e) = (v1, . . . , vk) we set
|e| := k and ν(e)|i := vi. Sometimes, we will writee|i
instead ofν(e)|i, ande = (v1, . . . , vk) instead ofν(e) =
(v1, . . . , vk). We setE(k) := {e ∈ E | |e| = k}. The
elements ofCut

.
∪ {>} are calledcontexts. As for every

x ∈ V ∪ E ∪ Cut we have exactly one contextc ∈ Cut
.
∪

{>} with x ∈ area(c), we can writec = cut(x) for every
x ∈ area(c).

Now we can obtain concept graphs from relational
graphs by labelling the vertices and edges with names.

Definition 2.3 (Concept Graphs with Cuts) A structure
G := (V,E, ν,>, Cut, area, κ, ρ) is calledconcept graph
with cuts overA if

• (V,E, ν,>, Cut, area) is a relational graph with cuts,

• κ : V ∪E → C∪R is a mapping such thatκ(V ) ⊆ C,
κ(E) ⊆ R, and alle ∈ E with |e| = k satisfyκ(e) ∈
Rk, and

• ρ : V → G
.
∪ {∗}

.
∪ {?i | i ∈ N} is a mapping.

For the setE of edges, letEid := {e ∈ E |κ(e) = .= }
andEnonid := {e ∈ E | κ(e) 6= .= }. The elements ofEid

are calledidentity-links.

2We setN := {1, 2, 3, . . .} andN0 := N ∪ {0}.
3The sign

.
∪ denotes thedisjointunion.
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In the following, we will usually consider a fixed alphabet,
therefore the alphabet will often be not mentioned. The sys-
tem of all CGwCs (over a given alphabet) will be called CG.

Defs. 2.2 and 2.3 are abstract definitions of graphs which
does not capture any graphical properties of the diagrams.
Instead of that, the diagrams have to be understood as
graphicalrepresentationsof the graphs (a discussion of the
distinction between graphs and their representations can be
found in [7, 14]). The graphical representation of CGwCs
has to be established by drawing conventions. They are pro-
vided in [6]. For this paper, the representations of CGwCs
can be obtained from the provided examples. For example,
we see that the vertices are drawn as rectangles, and inside
the rectangle for a vertexv, we write first the concept name
κ(v) and then the referentρ(v), separated by a colon. This
graphical notation is used in continuous text, too. e.g. we
will write ‘let v := P : g ’ instead of ‘letv be a vertex with
κ(v) = P ∈ C andρ(v) = g ∈ G’. Finally, cuts are drawn
as bold ovals (instead of boxes with an attached begation
sign ‘¬’).

In contrast to usual definitions of the syntax of a for-
mal logic, the definition of well-formed graphs is not car-
ried out inductively. This is mainly done for two reasons:
First of all, an inductive definition is the canonical approach
for linear notions, but there is in fact no canonical, induc-
tive definition for relational graphs with cuts. To be more
precisely: In CGwCs, we can have edges, incident with
vertices, which are placed in different cuts, and it is not
clear how this should be handled in an inductive definition.
Secondly, even if we find an inductive definition of CG-
wCs, they will have no unique derivational history which is
one of the main features of inductive definitions. For these
reasons, it it convenient to provide a non-inductive defini-
tion for relational graphs (and thus for CGwCs) which is
mainly an extension of the definition of mathematical multi-
hypergraphs by adding cuts to these graphs.

Nonetheless, similar to formulas, relational graphs, thus
CGwCs, bear a inner structure. A contextc of a relational
graph with cuts may contain other cutsd in its area (i.e.
d ∈ area(c)), which in turn may contain further cuts, etc.
It has to be expected that this idea induces an order≤ on
the contexts which should be a tree, having the sheet of as-
sertion> as greatest element. The next definition is the
mathematical elaboration of this idea. To ease matters, it
is carried out on relational graph with cuts, but as CGwCs
are obtained from relational graphs by labelling the vertices
and edges, the following definition can be used for CGwCs
as well.

Definition 2.4 (Ordering on Contexts) Let a relational
graph with cuts(V,E, ν,>, Cut, area) be given. We de-
fine a mappingβ : V ∪ E ∪ Cut

.
∪{>} → Cut

.
∪{>} by

β(x) := x for x∈Cut
.
∪ {>} andβ(x) := cut(x) for x∈

V
.
∪ E , and we setx1 ≤ x2 :⇐⇒ ∃n ∈ N0.β(x1) ∈

arean(β(x2)). In order to avoid misunderstanding, we set
x < y :⇐⇒ x ≤ y∧y 6≤ x andx � y :⇐⇒ x ≤ y∧y 6= x.

Every elementx of V ∪E∪Cut
.
∪{>}with x < c is said

to beenclosed byc, and vice versa:c is said toenclosex.
For every element ofarea(c), we say more specifically that
it is directly enclosed byc. Letn := |{c ∈ Cut |x ∈ ≤[c]}|.
If n is even,x is said to beevenly enclosed, otherwisex is
said to beoddly enclosed.

The sheet of assertion> and each oddly enclosed cut is
called apositive context, and each an evenly enclosed cut
is callednegative context.

As it has been shown in [6], we get the following lemma:

Theorem 2.5 For a relational graph with cuts
(V,E, ν,>, Cut, area), ≤ is a quasiorder. Further-
more,≤ |Cut

.
∪{>} is an order onCut

.
∪{>} which is a tree

with the sheet of assertion> as greatest element.

The ordered set of contexts(Cut
.
∪{>} , ≤) can be con-

sidered to be the ‘skeleton’ of a relational graph. For lin-
ear notions of logic, where the well-formed formulas are
defined inductively, and many proofs are carried out induc-
tively over the construction of formulas. Although graphs
are not defined inductively, Lem. 2.5 now allows us to do
inductive definitions and proofs as well.

Below, as an example, you find the formalization of of
G2: First the mathematical item, then its graphical repre-
sentation. Furthermore, its its order≤ is depicted.

G2 := ({v,w}, {e}, {(e,(v,w))},>,

{c,d}, {(>,{c}), (c,{v,d}), (d,{e,w})},
{(v, CAT ), (w,MAT ), (e, on)}, {(v, ∗), (w, ∗)})

ev
on MAT: **CAT:

d
c

w

>

c, v

d, w, e

In this example,c is directly enclosed by the sheet of asser-
tion>, d and the vertexv is directly enclosed by the cutc,
and the vertexw and the edgee is directly enclosed by the
cutd.

In the next section, a formal semantics for CGwCs will
be introduced. Nonetheless, we can already discuss infor-
mally that graphs containing an edge with a incident and
deeper nested vertex cause problems. Consider the follow-
ing two graphs:

cat: Yoyo on MAT:* oncat: Yoyo MAT:*

The meaning of the left graph is clear: ’For the cat Yoyo
it is not true that there is a mat such that Yoyo is on that
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mat’. Note that the quantification of the generic marker
takes places inside the cut. But how should the right graph
be read? If we evaluate the relation oval, we have to know
which object is assigned to the concept boxinsidethe cut.
Thus the so-called ‘scope’ of the generic marker has to be
extended to the sheet of assertion. This would yield the
reading ‘the cat Yoyo is on something which is not a mat’,
where the quantification of the generic marker now takes
placesoutsidethe cut. We see that obtaining the mean-
ing of the right graph is possible, but not canonical, which
makes the reading of CGwCs of this kind very complicated.
For this reason we will forbid graphs having edged incident
with deeper nested vertices. That is, from now on, we re-
strict ourselves to CGwCs which satisfycut(e) ≤ cut(v)
for everye ∈ E andv ∈ Ve. CGwCs satisfying this condi-
tion are said to havedominating nodes.

3 Semantics

For the most kinds of mathematical logic, the semantics
are based on extensional models and the evaluation of for-
mulas in such models. In contrast to that, if mathematical
logic is done with diagrams, often no direct extensional se-
mantics is provided, but a translation from the graphs to
FOPL is given.4 In this respect, the models of FOPL serve
indirectlyas models for the graphs as well.

Formulas and graphs are very different ’styles’ of logic,
thus it is a little bit awkward and unappropiate that the se-
mantics, i.e., meaning, of graphs can only be gained indi-
rectly via FOPL. Hence we will not adopt this approach
here, but provide adirect semantics for graphs. In [6],
the semantics is provided by means of so-calledcontextual
structures, based on Wille’s Formal Concept Analysis. In
contrast to the well-known relational structures, contextual
structures contain intensional information as well, thus they
can be considered to be an extension of relational structures.
Wille argues in [28] for the use of concextual structures in-
stead of relational structures as follows: ‘ There is a funda-
mental reason for associating concept(ual) graphs and FCA
which lies in their far-back reaching roots in philosophical
logic and in their pragmatic orientation; more specifically,
both together can play a substantial role in the formalization
of (philosophical) logic.’ A formalization of this human-
oriented understanding of logic is an adequate approach for
knowledge representation and processing, which is a main
goal of concept(ual) graphs and CGwCs.

Nonetheless, the evaluation of CGwCs in contextual
structures is based on theextensionof concepts. For this
reason, it is possible to assign to each contextual structure a

4This has already been discussed in the introduction for several elab-
orations of conceptual graphs, but holds for mathematical elaborations of
existential graphs as well. See for example [20, 30]).

corresponding relational structure by, roughly speaking, re-
moving all the intensional information from the contextual
structure. This has be elaborated in [6]. To ease matters for
readers who are not familiar with Formal Concept Analy-
sis, in this paper, the semantics for CGwCs is provided by
means of well-known relational structures.

Definition 3.1 (Relational Structures) A relational struc-
ture overA is a pairM := (U, I) consisting of auniverse
U 6= ∅ and a functionI := IG ∪̇ IC ∪̇ IR with IG : G → U ,
IC : C → P(U) and IR : Rk → P(Uk) for eachk
such thatIC andIR are order-preserving,IC(>) = U , and
(u1, u2) ∈ IR( .=) ⇔ u1 = u2 for all u1, u2 ∈ U .

Below an example of a relational structure for our al-
phabet is depicted as crosstables (in the crosstable forIR,
K2, the objects are abbreviated). The names of the alphabet
are mapped to the corresponding elements of the structure.
Note that the universe contains a fourth element no name is
mapped to, and that the order of the alphabet is respected
by the model.

U , IG , IC ca
t

do
g

an
im

al

m
at

>
Yoyo × × ×

Garfield × × ×
Snoopy × × ×

#1 × ×

IR on

.
=

(Y,#1) ×
(S,#1) ×
(Y,Y) ×
(G,G) ×
(S,S) ×

(#1,#1) ×

When a graph is evaluated in a model, we start on the sheet
of assertion> and proceed inwardly (this is theendopore-
utic methodof Peirce for existential graphs). During this
process, we successively assign objects to generic vertices.
This shall first be exemplified with the graphG2. As only
its outermost cutc is directly enclosed by>, we see that
G2 is true if the subgraph which is enclosed byc is false.
This subgraph contains a vertexv and a further cutd. We
now have the following:G2 is true if it is not true that there
exists an objectov such thatov is a cat and the proposition
which is enclosed byd is false. Now we have to evaluate
the area ofd. This area contains the edge and the vertexw,
which refers to an unknown objectow. HenceG2 is true if
there is no catov for which it is not true that there is a mat
ow such thatov is onow. In simpler words: Every cat is on
a mat. This proposition is false in the given model.

The next two definitions capture the evaluation of graphs
in models in a precise manner.

Definition 3.2 (Partial and Total Valuations) Let G :=
(V,E, ν,>, Cut, area, κ, ρ) be a CGwCs and letM :=
(U, I) be a relational structure overA. A mappingref :
V ′ → U with V G ⊆ V ′ ⊆ V and ref(v) = IG(ρ(v))
for all v ∈ V G is called a partial valuation ofG. If
V ′ ⊇ {v ∈ V ∗ | v > c} andV ′ ∩ {v ∈ V ∗ | v ≤ c} = ∅
then we say thatref is a partial valuationfor the contextc.
If V ′ = V thenref is called(total) valuation ofG.
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Definition 3.3 (Endoporeutic Evaluation of Graphs)
LetG := (V,E, ν,>, Cut, area, κ, ρ) be an CGwC and

let M := (U, I) be a relational structure overA. Induc-
tively over the treeCut

.
∪ {>}, we defineM := (U, I) |=

G[c, ref ] for each contextc ∈ Cut
.
∪{>} and every partial

valuationref : V ′ ⊆ V → U for c:
M |= G[c, ref ] :⇐⇒

ref can be extended to a partial valuatioñref : V ′∪(V ∩
area(c)) → U (i.e., r̃ef(v) = ref(v) for all v ∈ V ′),
such that the following conditions hold:

• r̃ef(v) ∈ IC(κ(v)) for eachv ∈ V ∩ area(c)

• r̃ef(e) ∈ IR(κ(e)) for eache ∈ E ∩ area(c)

• M 6|= G[d, r̃ef ] for eachd ∈ Cut ∩ area(c)

For M |= G[>, ∅] we writeM |= G. If we have two
concept graphsG1, G2 such thatM |= G2 for each rela-
tional structureM withM |= G1, we writeG1 |= G2.

Note that the second condition for̃ref is technical sound as
we only consider concept graphs with dominating nodes.

4 Calculus

The calculus for CGwCs is based on Peirce’s calculus
for existential graphs, which is extended in order to cap-
ture the syntactical differences and the higher expressive-
ness of CGwCs. It is mainly intended to be used by hu-
mans. Its rules are much more powerful than rules known
from calculi for symbolic notations (like sequencen-calculi
or natural deduction), as they allow to change a whole sub-
graphs of a graph in arbitrary context (for this reason, it is
far from beeing trivial to see and prove that the rules are
sound). Nonetheless, some authors investigated how auto-
mated theorem provers can be implemented by means of
Peirce’s rules for existential graphs (see [25, 13], which
shows that in the area of mechanistic reasoning, existential
graphs, thus CGwCs as well, are a promising approach too.

The calculus is provided here in a semi-formal manner.
For the mathematical definitions of the rules, see [6].

• erasure, insertion: In positive contexts, any directly
enclosed edge, isolated vertex, and closed subgraph
may be erased, and in negative contexts, any directly
enclosed edge, isolated vertex, and closed subgraph
may be inserted.

• iteration, deiteration: Let G0 be a (not necessarily
closed) subgraph ofG and letc ≤ cut(G0) be a con-
text such thatc /∈ Cut0. Then a copy ofG0 may
be inserted intoc. For every vertexv ∈ V ∗

0 with
cut(v) = cut(U), an identity-link fromv to its copy
may be inserted.

If G0 is a subgraph ofG which could have been in-
serted by rule of iteration, then it may be erased.

• double cuts Double cuts (two cutsc1, c2 with
area(c1) = {c2}) may be inserted or erased.

• generalization, specialization: For evenly enclosed
vertices and edges, their concept names or object
names resp. their relation names may be generalized,
and for oddly enclosed vertices and edges, their names
may be specialized.

• isomorphism A graph may be substituted by an iso-
morphic copy of itself.

• exchanging referentsLet e ∈ Eid be an identity link
with ρ(e|1) = g1, ρ(e|2) = g2, g1, g2 ∈ G ∪ {∗} and
cut(e) = cut(e|1) = cut(e|2). Then the referents of
v1 andv2 may be exchanged, i.e., the following may
be done: We can setρ(e|1) = g2 andρ(e|2) = g1.

• merging two vertices, splitting a vertex:Let e ∈ Eid

be an identity link withν(e) = (v1, v2) such that
cut(v1) ≥ cut(e) = cut(v2), ρ(v1) = ρ(v2) and
κ(v2) = > hold. Thenv1 may be merged intov2,
i.e., v1 ande are erased and, for every edgee ∈ E,
e|i = v1 is replaced bye|i = v2.

If Gb is derived fromGa by merging two vertices, then
Ga may be derived fromGb as well.

• >-erasure,>-insertion: For g ∈ G ∪ {∗}, an iso-
lated vertex> : g may be erased from or inserted into
arbitrary contexts.

• identity-erasure, identity-insertion: Let v1, v2 be
two vertices in contextsc1, c2, resp. withv1 = P1 : g

andv2 = P2 : g for a g ∈ G , and letc ≤ c1, c2 be
a context. Then any identity-links betweenv1 andv2

may be erased from or inserted intoc.

A proof for two graphsGa, Gb is defined as usual in
logic, i.e., it is a sequence of graphs, starting withGa, end-
ing with Gb, where each graph of the sequence is derived
from its predecessor by one of the rules of the calculus. As
usual, this will be denotedGa ` Gb.

5 Syntactical Translations

CGwCs have the expressiveness of FOPL. For exam-
ple,G1 andG2 correspond to the formulas∃x.cat(Y oyo)∧
mat(x)∧ on(Y oyo, x) and¬∃y.(cat(y)∧¬∃x.(mat(x)∧
on(y, x))), resp. In order to elaborate the correspondence
between CGwCs and the linear notion of FOPL, we have to
provide mappingsΨ : FOPL→ CG andΦ : CG→ FOPL.
These mappings can be understood as translations between
the two logical systems FOPL and CG.
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Please note that there are some structural differences be-
tween the logical systems FOPL and CG. First of all, in
FOPL, we have an infinite set of variables which are used
to range over objects. In CG, only the generic marker ‘∗’ is
used for this purpose. Moreover, in CG, we have no syntac-
tical devices which correspond to the free variables of FOPL
(below, we consider so-called ‘CGwC with variables’, but
they are a mere helper construction used to define the map-
pingΨ). Next, conjunction is an assossiative and commuta-
tive operation. For formulas, i.e., the linear notion of FOPL,
this is reflected by rules in the calculus. In CG, conjunction
is expressed by the juxtaposition of graphs, where we have
no order of the juxtaposed graphs. Thus, the assossiativity
and commutativity of conjunction is already reflected by the
syntax of CGwCs. Finally, in CGwCs it is allowed to have
emtpy cuts. In FOPL, there is no corresponding expression.

Due to this reasons, a formulaΦ(G) will be only given
up to the names of the variables and the the order of the
subformulas of conjunctions. Particularly, it cannot be ex-
pected thatΦ ◦Ψ is the identity mapping.

Now we are prepared to provide the definitions ofΨ and
Φ. According to the structures of formulas resp. graphs,
they are defined recursively.

Definition of Ψ: Before we provide a translation of for-
mulas to CGwCs, we have to translate the terms. This
is done canonically by a mappingΨt (in [6], it is called
Ψterm). We setΨt(g) := g for each object nameg ∈ G
and we setΨt(α) := ∗α for variablesα ∈ Var. Now we
can defineΨ inductively over the composition of formulas
For each case, only an informal description of the definition
is provided. For the mathematical definition, see [6].

• C(t) for a termt andC ∈ C: Ψ(C(t)) := C :Ψt(t)

• R(t1, . . . , tn) for R ∈ R with ar(R) = n and terms
t1, . . . , tn:

Ψ(R(t1, . . . , tn)) := > :Ψt(t1)
�� �� > :Ψt(tn)R

@@ ��1

2 n−1

n

. . .

• f1 ∧ f2 for formulasf1 andf2:

Ψ(f1 ∧ f2) := Ψ(f1) Ψ(f2)

(i.e., Ψ(f1 ∧ f2) is the juxtaposition ofΨ(f1) and
Ψ(f2)).

• ¬f for a formulaf : Ψ(¬f) := Ψ(f)

�� �
• ∃α.f for a formulaf and a variableα:

If α /∈ Free(f), we setΨ(∃α.f) := Ψ(f) . For
α ∈ Free(f), the following steps have to be carried
out: A new concept boxv0 := > : ∗ is juxtaposed
to Ψ(f). Then, for each edgee, every concept box
> : ∗α which is incident withe is substituted by the

new concept boxv0. Next, every isolated concept box
P : ∗α is substituted by a concept boxP : ∗ , which

is linked to the new concept boxv0 with an identity-
link: v0 =

�� ��P : ∗ . Finally, all concept boxes

> : ∗α are erased (as we performed step 2, all these
boxes are isolated).

This completes the definition ofΨ. In particular,Ψ trans-
lates formulas without free variables to CGwCs. As we
have finished the definition ofΨ, we proceed with the defi-
nition of Φ : CG→ FOPL.

Definition of Φ. Let G := (V,E, ν,>, Cut, area, κ, ρ)
be a CGwC with variables. LetFree(G) := {α ∈ Var |
∃v ∈ V. ρ(v) = ∗α}. We assign to each vertexv ∈ V ∗

a fresh variableαv /∈ Free(G), so that we can define the
following mappingΦt on V : Φt(v) := αv for ρ(v) = ∗,
Φt(v) := α for ρ(v) = ∗α andα ∈ Var, andΦt(v) :=
g for ρ(v) = g andg ∈ G.

Let αempty /∈ Free(G)∪{αv | v ∈ V andρ(v) = ∗} be
a further variable. Now, inductively over the treeCut

.
∪

{>}, we assign to each contextc ∈ Cut
.
∪ {>} a for-

mula Φ(G, c). So let c be a context such thatΦ(G, d)
is already defined for each cutd < c. First, we de-
fine a formulaf which encodes all edges and vertices
which are directly enclosed byc. Hence, if c does not
directly enclose any edges or vertices, simply setf :=
(∃αempty.>(αempty)). Otherwise, letf be the conjunction
of the following atomic formulas:κ(w)(Φt(w)) for each
w ∈ V ∩ area(c), andκ(e)(Φt(w1), . . . ,Φt(wj)) for each
e ∈ E ∩ area(c) andν(e) = (w1, . . . , wj).

Let v1, . . . , vn be the vertices ofG which are en-
closed by c and which fulfill ρ(vi) = ∗, and let
area(c) ∩ Cut = {c1, . . . , cl} (by induction, we al-
ready assigned formulas to these cuts). Ifl = 0, set
Φ(G, c) := ∃αv1 . . . .∃αvn

.f , otherwise setΦ(G, c) :=
∃αv1 . . . .∃αvn

.(f∧¬Φ(G, c1)∧ . . .∧¬Φ(G, cl)). Finally
setΦ(G) := Φ(G,>), and the definition ofΦ is finished.

6 Summary and Main Results

We have reached the following situation: We have two
logical systems CG and FOPL and two mappingsΦ andΨ
between them. Each system has a derivability relation`
and an entailment relation|=. There are two main results in
[6]. First of all, similar to FOPL, the calculus for CGwCs is
sound and complete:

Theorem 6.1 (Sound- and Completeness)LetG1 andG2

be CGwCs. Then we haveG1 ` G2 ⇔ G1 |= G2.

Secondly, we have said thatΦ andΨ can be considered
as translations between FOPL and CG. That is, they are
not simple mappings between thesetsof FOPL and CG, but
they to preserve themeaningof the formulas resp. CGwCs
as well, i.e., they respect the semantical entailment relation
|=. This is captured by the next theorem.
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Theorem 6.2 (Main Translation Theorem) Let G, G1,
G2 be CGwCs overA and letf , f1, f2 be FOPL-formulas
overA. Then we havef1 |= f2 ⇔ Ψ(f1) |= Ψ(f2) and
G1 |= G2 ⇔ Φ(G1) |= Φ(G2).

These theorems yield the full syntactical and semantical
equivalence between FOPL and CG.

7 Further Research

In [8] and [9], the system of CGwCs has already be ex-
tended. In [8], it has been shown how more complex (com-
pared to the type-hierarchy) background knowledge can be
incorporated into the system of CGwCs. In [9], CGwCs
are extended to so-called Query Graphs with Cuts, which
can be used to describe relations. This yields the possibil-
ity to use these graphs as a diagrammatic query language
for databases. But this is by now not fully elaborated and
should be further investigated.

Another crucial extension is the addition of so-called
nestings, where whole subgraphs of a graph are enclosed
by a vertex. There are different possibilities for interpret-
ing nestings. Nestings are often used to describe specific
contexts, e.g., situations. Thus, nestings extend the expres-
siveness of CGwCs. In [10], nestings are used to describe
nested relationswhich occur in form of so-calledset func-
tions in database systems. The semantics and use of nest-
ings has to be further investigated as well.
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